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Abstract

In this article, the collection of classes of matrices which possess the
interval property presented in [J. Garloff, M. Adm, and J. Titi, A survey
of classes of matrices possessing the interval property and related prop-
erties, Reliab. Comput., 22:1-14, 2016] is continued. That is, given an
interval of matrices with respect to a certain partial order, it is desired
to know whether a special property of the entire matrix interval can be
inferred from some of its element matrices lying on the vertices of the
matrix interval. The interval property of some matrix classes found in the
literature is presented, and the interval property of further matrix classes
including the ultrametric, the conditionally positive semidefinite, and the
infinitely divisible matrices is given for the first time. For the inverse M -
matrices, the cardinality of the required set of vertex matrices known so
far is significantly reduced.
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1 Introduction

In this article, we continue the survey [18] and present further classes of matrices
which possess the so-called interval property. The interval properties which are proven
in our paper are presented for the first time. This applies, e.g., to the ultrametric, the
conditionally positive (negative) semidefinite, and the infinitely divisible matrices, see
IP 3.2, 4.7 and 4.8 below. For the inverse M -matrices the cardinality of the required
set of vertex matrices known so far is significantly reduced, see IP 4.4.
Many of the classes listed below are related to the linear complementarity problem
[14]. Often properties of this problem like solvability, uniqueness, convexity, and finite
number of solutions are reflected by properties of the constraint matrix. For a col-
lection of respective matrix classes see [13]. In the case that one considers the linear
complementarity problem with uncertain data modeled by intervals it is important to
know whether all matrices obtained by possible values in the intervals are in the same
matrix class. Then it is an enormous advantage if one could infer this property from
a finite set of matrices.
For the ease of presentation, we keep the notation introduced in [18]. We affix an
asterisk to all references to [18], e.g., Theorem 3.2* means Theorem 3.2 in the first
part.

2 Matrix Properties Which Can Be Inferred from
One or Two Vertex Matrices

2.1 Matrix Intervals with Respect to the Usual Entry-wise
Partial Order

We start with classes of matrices which are closely related to the linear comple-
mentarity problem, see, e.g., [13], [20]. As in Subsection 3.1*, the strict and non-strict
inequalities between vectors and matrices are understood entry-wise, e.g., for x ∈ Rn,
x > 0 and x ≥ 0 mean xi > 0 and xi ≥ 0, respectively, i = 1, . . . , n.

Definition 2.1. A matrix A ∈ Rm,n is called

(i) semipositive, if there exists a vector x ∈ Rn with x ≥ 0 such that Ax > 0;

(ii) minimally semipositive, if it is semipositive and no column-deleted submatrix is
semipositive;

and if m = n, A is called

(iii) (strictly) semimonotone, if each nonzero vector x ∈ Rn with x ≥ 0 has a com-
ponent xk > 0 such that (Ax)k ≥ 0 (> 0);

(iv) (strictly) copositive, if xTAx ≥ 0 (> 0) for all vectors x ∈ Rn with x ≥ 0 (and
x 6= 0).

A thorough treatment of properties of the (minimally) semipositive, the strictly
semimonotone, and the (strictly) copositive matrices can be found in [25, Chapter 3,
Section 3.8, and Chapter 6]. Obviously, each of the matrix classes (i), (iii), and (iv)
in Definition 2.1 has the interval property, see [20, Propositions 1,3,5].
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IP 2.1. Each of the sets of

(i) the semipositive matrices,

(ii) the (strictly) semimonotone matrices, and

(iii) the (strictly) copositive matrices

has the interval property with respect to the left corner matrix.

The minimally semipositive matrices possess the interval property with respect to
the two corner matrices but a slightly stronger result is valid.

Theorem 2.1. [12, Corollaries 5.5 and 5.6], [10, Theorem 5.1 (b)] Let [A] = [A,A]
be a matrix interval in Rm,n. Then [A] is minimally semipositive if and only if A is
semipositive and A is minimally semipositive.

It is known, see, e.g., [25, Corollary 3.5.8], that a square matrix A is minimally
semipositive if and only if A is inverse nonnegative, i.e., A is nonsingular and A−1 ≥ 0
(Definition 3.1*). Thus, Theorem 2.1 provides a strengthening of IP 3.1.1*. For related
results, see [12, Section 5].

Given a (minimally) semipositive matrix B, results on constructing a (minimally)
semipositive matrix interval [A,B] can be found in [25, Section 3.7.3].

Reversing the sign of the determinant of P -matrices, i.e, of matrices having all
their principal minors positive (Definition 4.5*), results in the class of the following
matrices which are related to the linear complementarity problem [33].

Definition 2.2. A matrix A ∈ Rn,n, n ≥ 2, is called an almost P -matrix if all its
proper principal minors are positive while its determinant is negative.

IP 2.2. [16, Lemma 3] The set of the almost P -matrices having all their off-diagonal
entries nonpositive has the interval property with respect to the two corner matrices.

The almost P -matrices appearing in IP 2.2 have the property that all their proper
principal submatrices are M -matrices. Equivalent to the Definition 3.1? for a matrix
A to be an M -matrix is that A can be represented as

A = tI −B with B ≥ 0, (2.1)

where I is the identity matrix and t > ρ(B) (ρ(B) denotes the spectral radius of B).
A characterization of a matrix A appearing in IP 2.2 is that it can be represented as
in (2.1) with σ < t < ρ(B), where σ denotes the maximum of the spectral radii of all
principal submatrices of order n − 1 of B [16, p. 188]. In [26], the closure of these
matrices is considered, i.e., the matrices A having the following properties:

(a) A can be represented as in (2.1),

(b) σ ≤ t < ρ(B),

(c) the off-diagonal entries of A are nonpositive.

IP 2.3. [26, Theorem 2.10(i)] The set of the matrices A with (a)-(c) has the interval
property with respect to the two corner matrices.

The set of the M -matrices is contained in the set of the H-matrices.
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Definition 2.3. A matrix A = (aij) ∈ Rn,n is called an H-matrix if 〈A〉 an M-matrix,
where 〈A〉 is defined as follows

〈A〉ij :=

{
|aii| if i = j,
− |aij | if i 6= j,

for all i, j = 1, . . . , n.

Definition 2.4. Let [A] be a matrix interval in Rn,n. We are making use of the
representation of [A] as an interval matrix, i.e., [A] = ([aij ])

n
i,j=1, see (2)*, and define

the vertex matrix v([A]) as follows:

v([A])ij :=


min

aii∈[aii]
|aii| if i = j,

−max
aij∈[aij ]

|aij | if i 6= j,

for all i, j = 1, . . . , n.

IP 2.4. E.g., [32, Theorem 3.3.5(a)] The set of the H-matrices has the interval prop-
erty with respect to a vertex matrix at which v([A]) is attained.

Sufficient conditions for a matrix interval to contain only H-matrices can be found
in [7]. Also, the H-matrix intervals are related to the verified numeric solution of
the linear complementarity problem with interval data, see [3] and [31] and further
references therein.

2.2 Matrix Intervals with Respect to the Checkerboard
Partial Order

In this section, the underlying order is the checkerboard partial order, see Section
3.2*. We start with a class of matrices which are named after the French math-
ematician, physicist, and chemist Gaspard Monge (1746-1818). For references and
applications of these matrices, e.g., in optimization, see [6].

Definition 2.5. A matrix A = (aij) ∈ Rm,n is called Monge matrix if for all i, j, k, l
with 1 ≤ i < k ≤ m and 1 ≤ j < l ≤ n, it holds that

aij + akl ≤ ail + akj .

IP 2.5. [6, Theorem 3.1] The set of the Monge matrices has the interval property with
respect to the two corner matrices.

In the remainder of this section we consider special sign regular matrices, i.e.,
matrices whose nonzero minors of a fixed order have the same sign, see Section 3.2*.
Recently, the relation between the subclasses of the totally nonnegative (TN), totally
positive (TP ), totally nonpositive (t.n.p.), and totally negative (t.n.) matrices and the
linear complementarity problem has been discovered [8], [9].

Definition 2.6. A matrix A ∈ Rm,n is TNk, TPk, t.n.p.k, and t.n.k if all its minors
up to order k are nonnegative, positive, nonpositive, and negative, respectively.
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The following interval property can be deduced from Theorem 1 in [15]* on the
interval property of TP matrices using a result by Karlin [27, Chapter 2, Theorem
3.3] which was first proved by Fekete [17] in 1912 for TP matrices, and subsequently
extended by Schoenberg [40, Lemma 1] in 1955 to TPk matrices, see also Corollary
3.1.6 in [12]*. For a different proof of the interval property see [11, Theorem B] which
employs a sign non-reversal property.

IP 2.6. The set of the TPk m × n matrices has the interval property with respect to
the two corner matrices.

IP 2.7. [9, Theorem B] The set of the t.n.k m× n matrices has the interval property
with respect to the two corner matrices.

The interval property of the TNk and the t.n.p.k matrices requires in general
considerably more vertex matrices, see IP 4.9 and 4.10. If m = n = k, we obtain the
(square) totally nonnegative matrices (denoted by TN). IP 3.2.3(a)* tells that the
nonsingular TN matrices possess the interval property with respect to the two corner
matrices. A weakening of the nonsingularity assumption was presented in Theorem
3.2*. Recently, a different weakening of the nonsingularity assumption was given in
[1]. Besides the property of being TN and a further property like the descending rank
conditions [24], it is required that certain rows and columns are linear independent.

Definition 2.7. A matrix A ∈ Rn,n is an NsTN−-matrix if it is TNn−1 and has a
negative determinant.

This set is closely related to the nonsingular totally nonpositive matrices which also
has the interval property, see IP 3.2.5*: The matrix A ∈ Rn,n is NsTN− if and only
if JA−1J is totally nonpositive [23, p. 1247], where J := diag(1,−1, 1, . . . , (−1)n−1).
For examples of NsTN− matrices related to Cauchy-Vandermonde matrices, see [42].

IP 2.8. [2, Theorem 5.2] The set of the NsTN−-matrices has the interval property
with respect to the two corner matrices.

From IP 2.8, one can deduce the interval property of further classes of nonsingular
sign regular (NsSR) matrices, cf. IP 3.2.6*.

IP 2.9. [2, Theorem 5.3] The n×n NsSR matrices with one of the following signatures
ε = (εi)

n
i=1 have the interval property:

(i) εi = (−1)i, i = 1, . . . , n− 1, εn = (−1)n−1,

(ii) εi = (−1)
i(i−1)

2 , i = 1, . . . , n− 1, εn = (−1)
n(n−1)

2
+1,

(iii) εi = (−1)
i(i+1)

2 , i = 1, . . . , n− 1, εn = (−1)
n(n+1)

2
+1.

3 Matrix Properties Which Require O(n) Ver-
tex Matrices

In this section we consider matrix intervals with respect to the usual entry-wise
partial order.

We start with a matrix class which is also related to the linear complementarity
problem, see, e.g., [36]. We need the following notation. For a matrix A = [aij ] ∈ Rn,n
define for i = 1, . . . , n, r+i := max{0, aij |i 6= j}.
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Definition 3.1. [37] A matrix A = (aij) ∈ Rn,n is called B-matrix if for i = 1, . . . , n

(a)
∑n
j=1 aij > 0,

(b) for all k ∈ {1, . . . , n} \ {i} : 1
n

∑n
j=1 aij ≥ aik.

IP 3.1. [30, Proposition 3.12 and 3.13] The set of the B-matrices has the interval

property with respect to the set of the vertex matrices A(m) = (a
(m)
ij ), m = 1, . . . , n,

defined by

a
(m)
ij :=

{
aij if i 6= m, j = m,
aij otherwise.

This set of n vertex matrices is minimal, i.e., it cannot be replaced by a proper
nonempty subset.

The set of the B-matrices is contained in the set of the doubly B-matrices which
are defined as follows.

Definition 3.2. [38] A matrix A = (aij) ∈ Rn,n is called a doubly B-matrix if for
i = 1, . . . , n,

(a) aii > r+i ,

(b) for all j ∈ {1, . . . , n} \ {i} : (aii− r+i )(ajj − r+j ) > (
∑
k 6=i(r

+
i −aii))(

∑
k 6=j(r

+
j −

aik)).

The interval property of doubly B-matrices can be found for n ≥ 4 1 in [30, Propo-
sitions 4.10 and 4.12] which requires n

2
(n−1)3 vertex matrices (which are furthermore

minimal) and Proposition 4.13 which requires n3 vertex matrices. A further general-
ization of the B-matrices are the BRπ - matrices, which have been introduced in [35].
These matrices are P -matrices. An interval property for these matrices can be found
in [30, Proposition 5.9].

In the remainder of this subsection we consider only symmetric matrices and con-
sequently only those matrices in a matrix interval which are symmetric, see Subsection
4.3(b)*.

An important subclass of the inverse M -matrices are the strictly ultrametric ma-
trices, see [15], [25, Section 5.28], for which the number of the needed vertex matrices
can be significantly reduced.

Definition 3.3. A symmetric nonnegative matrix A = (aij) ∈ Rn,n is said to be
ultrametric if the following two conditions hold:

(a) aik ≥ min {aij , ajk} , for all i, j, k ∈ {1, . . . , n} ;

(b) aii ≥ max
k 6=i

aik, for all i = 1, . . . , n.

If the inequality in (b) is strict, A is called strictly ultrametric. If in this case n = 1,
(b) is replaced by a11 > 0.

Let [A] = [A,A] be a matrix interval in Rn,n with A ≥ 0 and let A and A be
symmetric. We are making again use of the representation of [A] as an interval matrix,

i.e., [A] = [aij , aij ]
n
ij=1, see (2)*. Define the n element matrices A(m) = (a

(m)
ij ) of [A],

m = 0, . . . , n−1, as follows: Put all entries a
(m)
ij := aij with the exception of the entries

a
(m)
i,i+m which are defined as a

(m)
i,i+m := ai,i+m, i = 1, . . . , n −m. If the matrices A(m),

1For n=2,3, see Remark 4.11 therein.
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m = 0, . . . , n− 1, fulfill the conditions (a) and (b), then all symmetric matrices in [A]
are (strictly) ultrametric. However, the matrices A(m) are in general not symmetric.
To obtain a valid interval property, at the expense of bn−1

2
c more vertex matrices,

some technical expenditure is needed to avoid the encounter of the lower endpoints of
two component intervals in a common row or column (regardless whether the intervals
are in the upper or the lower triangular part). Keep the matrix A(0). Again we proceed
diagonal by diagonal from the left to the right and define only the upper triangular
part (including the main diagonal) and complete the lower triangular part by the
requirement that the vertex matrices are symmetric.

Define the matrices B(m) = (b
(m)
ij ), C(m) = (c

(m)
ij ), m = 1, . . . , bn−1

2
c, as follows:

Put

b
(m)
ij = c

(m)
ij := aij , if j 6= i+m.

If m is odd, put
for k = 1, 2, . . . , dn−m

2
e with i = 2k − 1, b

(m)
i,i+m := ai,i+m, c

(m)
i,i+m := ai,i+m;

for k = 1, 2, . . . , bn−m
2
c with i = 2k, b

(m)
i,i+m := ai,i+m, c

(m)
i,i+m := ai,i+m.

If m is even and not a multiple of 4, put for p = 1, 2, . . . ,

b
(m)
i,i+m :=

{
ai,i+m, if i = 4p− 3, 4p,

ai,i+m, if i = 4p− 2, 4p− 1.

If m is even and a multiple of 4, put for p = 0, 1, 2, . . . , l = 1, 2, . . . ,m,

b
(m)
i,i+m :=

{
ai,i+m, if i = 2pm+ l,

ai,i+m, if i = (2p+ 1)m+ l.

Define the matrices D(m) = (d
(m)
ij ), m = bn−1

2
c+ 1, . . . , n− 1, as follows

d
(m)
ij := aij , if j 6= i+m,

d
(m)
i,i+m := ai,i+m, if i = 1, . . . , n−m.

IP 3.2. The set of the n× n (strictly) ultrametric matrices has the interval property
with respect to the set of vertex matrices{

A(0);B(m), C(m),m = 1, . . . , bn− 1

2
c;D(m),m = bn− 1

2
c+ 1, . . . , n− 1

}
.

Proof. Let [A] be a matrix interval in Rn,n, and assume that the vertex matrices
A(0), B(m), C(m), m = 1, . . . , n− 1, are (strictly) ultrametric. Let A be any symmetric
matrix in [A]. Since all the matrices under consideration are symmetric, it suffices to
check conditions (a) and (b) only for the entries in the upper triangular part including
the main diagonal of A. The assumption that A(0) is ultrametric implies that for all
i = 1, . . . , n

aii ≥ aii ≥ min
j 6=i
{aij , aji} ≥ min

j 6=i
{aij} ;

aii ≥ aii ≥ (>) max
k 6=i

aik ≥ max
k 6=i

aik.

Therefore, conditions (a) and (b) are fulfilled for the diagonal entries of A. By similar
inequalities obtained by using the other vertex matrices, it follows that condition (a)
is also satisfied for the off-diagonal entries of A.
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4 Matrix Properties Which Require at Most About
2n-1 or at Most 22n-1 Vertex Matrices

First we consider matrix intervals with respect to the usual entry-wise partial or-
der. For the reader’s convenience, we recall from [18] the definition of two special sets
of vertex matrices.

Each matrix interval [A] = [A,A] can be represented as {A ∈ Rn,n | | A−Ac | ≤ ∆},
where Ac = 1

2
(A+A) is the midpoint matrix and ∆ = 1

2
(A−A) is the radius matrix,

in particular, A = Ac −∆ and A = Ac + ∆.
With Yn = {y ∈ Rn | | yi |= 1, i = 1, . . . , n} and Ty = diag(y1, y2, . . . , yn) we de-

fine the set V1([A]) of matrices Ayz = Ac − Ty∆Tz for all y, z ∈ Yn. The definition
implies that for all i, j = 1, . . . , n,

(Ayz)ij = (Ac)ij − yi(∆)ijzj =

{
aij if yizj = −1,
aij if yizj = 1,

(4.1)

so that all matrices Ayz are vertex matrices. The cardinality of V1([A]) is at most
22n−1. In the following subsection, we consider the set V2([A]) which is obtained from
V1([A]) if we choose y = z. The cardinality is then reduced to at most 2n−1.

4.1 Properties Requiring at Most About 2n-1 Vertex Ma-
trices

We continue with a matrix class which is related to the linear complementarity
problem, see [14, Section 3.5].

Definition 4.1. A matrix A ∈ Rn,n is called column sufficient if for all vectors x ∈ Rn,
xi(Ax)i ≤ 0, i = 1, . . . , n, implies xi(Ax)i = 0, i = 1, . . . , n.

IP 4.1. [20, Proposition 11]2 The set of the column sufficient matrices has the interval
property with respect to the set V2 of vertex matrices.

A matrix A is called row sufficient if AT is column sufficient, and if A is both
column and row sufficient it is termed sufficient. Obviously, IP 4.1 carries over to the
set of (row) sufficient matrices.

Also the next classes are related to the linear complementarity problem, see, e.g.,
[34].

Definition 4.2. A matrix A ∈ Rn,n is an N-matrix if all its principal minors are
negative, it is an N-matrix of the first category if it has at least one positive en-
try. Otherwise, A is of the second category. Let α be a nonempty proper subset of
{1, . . . , n} and αc := {1, . . . , n} \ α, where we consider the sequence associated with
αc as increasingly ordered. The matrix A is an N-matrix of the first category with
respect to α if

A[α], A[αc] < 0, and A[α|αc], A[αc|α] > 0. (4.2)

2Here a characterization of the column sufficient matrices is required, see [14, Proposition
3.5.9].
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In fact, if A is an N -matrix of the first category, then there is a permutation matrix
P such that PAPT is of the form (4.2), see [34, Theorem 4.3].

We define eα ∈ Rn as the vector with

(eα)i := 1, if i ∈ α, and (eα)i := −1, otherwise, i = 1, . . . , n, (4.3)

and put e := e{1,...,n}, i.e., e is the vector the components of which are all 1.

Theorem 4.1. [10, Theorem 3.6] Let [A] = [A,A] be a matrix interval in Rn,n with
aii < 0, i = 1, . . . , n . Then [A] is an N-matrix of the second category if and only if
the vertex matrices in V2 \ {A} are N-matrices of the second category.

Theorem 4.2. [10, Theorem 3.7] Let α be a nonempty proper subset of {1, . . . , n},
and let [A] = [A,A] be a matrix interval in Rn,n with aii < 0, i = 1, . . . , n. Then [A] is
an N-matrix of the first category with respect to α if and only if the vertex matrices in
V2([A]) generated by z ∈ Y n \ {±eα} are N-matrices of the first category with respect
to α.

We consider now two subsets of the almost P -matrices, see Definition 2.2. The
following classification into two categories is motivated by the fact that a matrix (of
least order 2) is an almost P -matrix if and only if its inverse matrix is an N -matrix,
see [29, Lemma 2.4].

Definition 4.3. Let α be a nonempty proper subset of {1, . . . , n}. An almost P -matrix
is an almost P -matrix of the first category with respect to α if A−1 is an N-matrix
of the first category with respect to α. It is an almost P -matrix of the second category
if A−1 is an N-matrix of the second category.

We put Mα := Ac + Teα 4 Teα . For the definition of eα see (4.3).

IP 4.2. [10, Theorem 4.3] The set of the n × n almost P -matrices of the second
category has the interval property with respect to the set V2 of vertex matrices together
with the upper corner matrix.

IP 4.3. [10, Theorem 4.5] The set of the n×n almost P -matrices of the first category
with respect to a fixed nonempty proper subset α of {1, . . . , n} has the interval property
with respect to the set V2 ∪ {Mα}.

We consider now the set of the inverse M -matrices, i.e., regular matrices having
an M -matrix as inverse matrix (Definition 4.1*). For a comprehensive survey on this
class see [25, Chapter 5]. By IP 4.1* and the remark following it, this set has the

interval property with respect to a set of vertex matrices of cardinality at most 2n
2−n.

It has been conjectured in [19, Conjecture 1] that the cardinality of the needed set of
vertex matrices can be reduced to 2n2. The following interval property reveals that it
can be reduced to 2n−1 but it leaves the conjecture still open.

IP 4.4. The set of the inverse M-matrices has the interval property with respect to
the set V2 of vertex matrices.

Proof. We use the following characterization of nonnegative matrices having a spe-
cial property called the Minkowski property [41, Theorem 3], see also [28, Chapter
3, Theorem 6]: The inverse matrix of A ∈ Rn,n has nonnegative diagonal entries



Reliable Computing 28, 2021 65

and nonpositive off-diagonal entries if and only if for any nonempty proper subset α
of {1, . . . , n} of cardinality r and any given positive vector y ∈ Rn−r, the following
system has a positive solution x ∈ Rr,

(TeαATeα)w > 0, (4.4)

where the vector eα is introduced in (4.3) and the components of w ∈ Rn are composed
of the r components of x and the n−r components of y. Now let [A] be a matrix interval
in Rn,n and assume that all its vertex matrices from V2 are inverse M -matrices. Choose
any A ∈ [A] and consider the system (4.4) with any given positive vector y ∈ Rn−r.
Since A is nonnegative, we obtain for any positive vector x ∈ Rr,
if i ∈ α: ∑

j∈α

aijxj −
∑
j 6∈α

aijyj ≥
∑
j∈α

aijxj −
∑
j 6∈α

aijyj , (4.5a)

if i 6∈ α:

−
∑
j∈α

aijxj +
∑
j 6∈α

aijyj ≥ −
∑
j∈α

aijxj +
∑
j 6∈α

aijyj . (4.5b)

We may conclude that we have found a vertex matrix in V2 such that the system
of the form (4.4) associated with this vertex matrix has a positive solution for the
given positive vector y. By (4.5), the system (4.4) has the same positive solution.
Therefore, the nonnegative matrix A has the Minkowski property. By [28, Chapter
3, Lemma 10], each nonnegative matrix possessing the Minkowski property as well
as its inverse matrix are P -matrices. Since A−1 is a P -matrix having nonpositive
off-diagonal entries, A is an inverse M -matrix.

For a matrix interval [A] in Rn,n, we define the set V3([A]) of its vertex matrices
as the set of matrices Azz,

Azz := Ac + Tz 4 Tz, for all z ∈ Yn;

this means that for y = −z in the explicit representation (4.1) of the matrices contained
in V2([A]), the role of the lower and upper endpoints of the coefficient intervals has
to be interchanged. The next two matrix classes play also a role in mathematical
economics.

Definition 4.4. A matrix A ∈ Rn,n, n ≥ 2, is called semi-PN -matrix if every prin-
cipal minor of order r of A has sign (−1)r−1, r = 2, . . . , n.

By a similar proof as for IP 4.4 and using [41, Theorem 2], see also [28, Chapter
3, Theorem 5], one shows the following interval property which has been already
presented in [11*, p. 38].

IP 4.5. The set of the nonnegative semi-PN-matrices has the interval property with
respect to the set of vertex matrices in V3 which are different from the right corner
matrix.

Definition 4.5. A square matrix A has the Metzler property, if its inverse matrix
has nonpositive diagonal entries and nonnegative off-diagonal entries.

By a similar proof as for IP 4.4 and using [41, Theorem 4], see also [28, Chapter
3, Theorem 7], one shows the following interval property.
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IP 4.6. The set of the nonnegative matrices with positive off-diagonal entries which
possess the Metzler property has the interval property with respect to the set V3 of
vertex matrices.

Properties and applications in optimization and statistics of the next matrix class
can be found in [4, Chapter 4].

Definition 4.6. A symmetric matrix A ∈ Rn,n is said to be conditionally positive
(negative) semidefinite if xTAx ≥ 0 (≤ 0, ) for all vectors x ∈ Rn with xT e = 0, A is
called conditionally positive (negative) definite if the inequality is strict for all vectors
x ∈ Rn with x 6= 0 and xT e = 0.

IP 4.7. The set of the conditionally positive (negative) semidefinite matrices has the
interval property with respect to the set V2 (V3) of vertex matrices.

Proof. We apply the following fact [22, p. 144]: A symmetric matrix B = (bij) ∈
Rn,n is conditionally positive semidefinite if and only if the Hadamard exponential
e◦tB := (etbij ) is positive semidefinite for all t ≥ 0. We first prove the statement
for conditionally positive semidefinite matrices. Let [A] = [A,A] be a matrix interval
in Rn,n and assume that both corner matrices are symmetric. Furthermore, assume
that all vertex matrices in V2 are conditionally positive semidefinite. Let A ∈ [A] be
symmetric. Then it follows that

e◦tA ≤ e◦tA ≤ e◦tA, for all 0 ≤ t.

There is a one-to-one correspondence between the matrices in V2([A]) and the matrices

in V2([e◦tA, e◦tA]), where the later vertex matrices are positive semidefinite for all
0 ≤ t. By IP 4.5*, e◦tA is positive semidefinite for all 0 ≤ t, and we can conclude
that A is conditionally positive semidefinite. The statement for conditionally negative
semidefinite matrices follows now by using [−A,−A] instead of [A] and the set V3

instead of V2.

The question whether an analogous interval property is true for the conditionally
positive definite matrices is open. Unfortunately, the necessary and sufficient condition
for a matrix to be conditionally positive semidefinite used in the proof of IP 4.7 does not
carry over to the conditionally positive definite matrices: If a matrix A is conditionally
positive definite then, in fact, its Hadamard exponential e◦A is positive definite, see
[39, Corollary 2.6], but the reverse statement is not true. A counterexample is provided
by the matrix

A :=

6 2 1
2 1 4
1 4 12

 ,

which is not conditionally positive definite while e◦A is positive definite.

Definition 4.7. A symmetric, positive semidefinite, and nonnegative matrix A = (aij)
is called infinitely divisible if its Hadamard power Ar := (arij) is positive semidefinite
for each nonnegative number r.

For properties and many examples of this matrix class the reader is referred to [5].

IP 4.8. The set of the positive and infinitely divisible matrices has the interval property
with respect to the set V2 of vertex matrices.
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Proof. The proof is similar to the one of IP 4.7. Here we use the following fact [21,
Corollary 1.6]: Let the matrix B = (bij) ∈ Rn,n be entry-wise nonzero. Then B
is infinitely divisible if and only if B is symmetric and positive, and its Hadamard
logarithm log◦(B) := (log(bij)) is conditionally positive semidefinite. Let [A] = [A,A]
be a matrix interval in Rn,n and assume that A > 0 and both corner matrices are
symmetric. Furthermore, assume that all vertex matrices in V2 are infinitely divisible.
Let A ∈ [A] be symmetric. Then it follows that

log◦(A) ≤ log◦(A) ≤ log◦(A).

We conclude by IP 4.7 that log◦(A) is conditionally positive semidefinite, and therefore,
A is infinitely divisible.

4.2 Properties Requiring at Most 22n-1 Vertex Matrices

IP 4.9. [11, Theorem D] 3 The set of the TNk matrices has the interval property with
respect to the set V1 of vertex matrices.

IP 4.10. [9, Theorem 5.3] 3 The set of the t.n.p.k matrices has the interval property
with respect to the set V1 of vertex matrices.

Now we consider matrix intervals in Rn,n with respect to the checkerboard partial
order. The example in [15]* and Example 3.2.5 in [12]* document that the set of
the TN = TNn matrices does not have the interval property with respect to the two
corner matrices. The situation is different for tridiagonal matrices.

IP 4.11. The set of the tridiagonal TNk matrices has the interval property with respect
to the two corner matrices.

Proof. It follows from p. 6 in [12]* that a tridiagonal matrix is TNk if all its off-
diagonal entries and all its contiguous principal minors up to order k are nonnegative.
Let [A] be a matrix interval in Rn,n. We are making again use of the representation of
[A] as an interval matrix, i.e., [A] = [aij , aij ]

n
ij=1. Assume that the two corner matrices

are tridiagonal and TNk, and let A ∈ [A]. Since the upper corner matrix is TNk, it
follows that

ai,i+1 ≥ ai,i+1 ≥ 0, ai+1,i ≥ ai+1,i ≥ 0, i = 1, . . . , n− 1.

Since each contiguous principal submatrix of A is in turn a tridiagonal matrix, we may
apply IP 3.2.4* to conclude that each such submatrix up to order k is TN , too.
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