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Abstract. A new method for performing a kernel principal component analysis is proposed. By kernelizing the generalized Hebbian algorithm, one can iteratively estimate the principal components in a reproducing kernel Hilbert space with only linear order memory complexity. The derivation of the method, a convergence proof, and preliminary applications in image hyperresolution are presented. In addition, we discuss the extension of the method to the online learning of kernel principal components.

1 Introduction

Kernel Principal Component Analysis (KPCA), a non-linear extension of PCA, is a powerful technique for extracting non-linear structure from data [1]. The basic idea is to map the input data into a Reproducing Kernel Hilbert Space (RKHS) and then, to perform PCA in that space. While the direct computation of PCA in a RKHS is in general infeasible due to the high dimensionality of that space, KPCA enables this by using kernel methods [2] and formulating PCA as the equivalent kernel eigenvalue problem. A problem of this approach is that it requires to store and manipulate the kernel matrix the size of which is square of the number of examples. This becomes computationally expensive when the number of samples is large.

In this work, we adapt the Generalized Hebbian Algorithm (GHA), which was introduced as online algorithm for linear PCA [3, 4], to perform PCA in RKHSs. Expanding the solution of GHA only in inner products of the samples enables us to kernelize the GHA. The resulting Kernel Hebbian Algorithm (KHA) estimates the eigenvectors of the kernel matrix with linear order memory complexity. We will provide the convergence proof of KHA for the case of finite number of data points and discuss its extension to the online learning of kernel principal components.

The capability of the KHA to handle large and high-dimensional datasets will be demonstrated in the context of image hyperresolution where we project the images to be restored (i.e., the low resolution ones) into a space spanned by the kernel principal components of a database of high-resolution images. The hyperresolution image is then constructed from the projections by preimage techniques [5]. The resulting images show a considerably richer structure than those obtained from linear PCA, since higher-order image statistics are taken into account.

This paper is organized as follows. Section 2 briefly introduces PCA, GHA, and KPCA. Section 3 formulates the KHA. Application results for image hyperresolution are presented in Section 4, while conclusions are drawn in Section 5.

2 Background

Principal component analysis. Given a set of centered observations \( x_k \in \mathbb{R}^N, k = 1, \ldots, l \), and \( \sum_{k=1}^{l} x_k = 0 \), PCA diagonalizes the covariance matrix

\[
\mathcal{C} = \frac{1}{l} \sum_{j=1}^{l} x_j x_j^\top.
\]

This is readily performed by solving the eigenvalue equation

\[
\lambda v = \mathcal{C}v
\]

for eigenvalues \( \lambda \geq 0 \) and eigenvectors \( v_i \in \mathbb{R}^N \setminus 0 \).

More precisely, the covariance matrix is defined as the \( \mathbb{E}[xx^\top] \); \( \mathcal{C} \) is an estimate based on a finite set of examples.
**Generalized Hebbian algorithm.** From a computational point of view, it can be advantageous to solve the eigenvalue problem by iterative methods which do not need to compute and store $C$ directly. This is particularly useful when the size of $C$ is large such that the memory complexity becomes prohibitive. Among the existing iterative methods for PCA, the generalized Hebbian algorithm (GHA) is of particular interest, since it does not only provide a memory-efficient implementation but also has the inherent capability to adapt to time-varying distributions.

Let us define a matrix $W(t) = (w_1(t)^T, \ldots, w_r(t)^T)^T$, where $r$ is the number of eigenvectors considered and $w_i(t) \in \mathbb{R}^N$. Given a random initialization of $W(0)$, the GHA applies the following recursive rule

$$W(t + 1) = W(t) + \eta(t) \left( y(t) x(t)^T - \text{LT}[y(t)y(t)^T]W(t) \right),$$

where $x(t)$ is a randomly selected pattern from $l$ input examples, presented at time $t$, $y(t) = W(t)x(t)$, and $\text{LT}[:]$ sets all elements above the diagonal of its matrix argument to zero, thereby making it lower triangular. It was shown in [3] for $i = 1$ and in [4] for $i > 1$ that $W(t) \to V$, as $t \to \infty$.\(^2\) For a detailed discussion of the GHA, readers are referred to [4].

**Kernel principal component analysis.** When the data of interest are highly nonlinear, linear PCA fails to capture the underlying structure. As a nonlinear extension of PCA, KPCA computes the principal components in a possibly high-dimensional Reproducing Kernel Hilbert Space (RKHS) $F$ which is related to the input space by a nonlinear map $\Phi : \mathbb{R}^N \to F$ [2]. An important property of a RKHS is that the inner product of two points mapped by $\Phi$ can be evaluated using kernel functions

$$k(x, y) = \Phi(x) \cdot \Phi(y),$$

which allows us to compute the value of the inner product without having to carry out the map $\Phi$ explicitly. Since PCA can be formulated in terms of inner products, we can compute it also implicitly in a RKHS. Assuming that the data are centered in $F$ (i.e., $\sum_{k=1}^l \Phi(x_k) = 0$) the covariance matrix takes the form

$$C = \frac{1}{l} \Phi^\top \Phi,$$

where $\Phi = (\Phi(x_1)^T, \ldots, \Phi(x_l)^T)^T$. We now have to find the eigenvalues $\lambda \geq 0$ and eigenvectors $v \in F \setminus \{0\}$ satisfying

$$\lambda v = C v.$$  

Since all solutions $v$ with $\lambda = 0$ lie within the span of $\{\Phi(x_1), \ldots, \Phi(x_l)\}$ [1], we may consider the following equivalent problem

$$\lambda \Phi v = \Phi C v,$$

and we may represent $v$ in terms of an $l$-dimensional vector $q$ as $v = \Phi^\top q$. Combining this with (3) and (5) and defining an $l \times l$ kernel matrix $K$ by $K = \Phi \Phi^\top$ leads to $l \lambda K q = K^2 q$. The solution can be obtained by solving the *kernel eigenvalue problem* [1]

$$l \lambda q = K q.$$  \(^6\)

It should be noted that the size of the kernel matrix scales with the square of the number of examples. Thus, it becomes computationally infeasible to solve directly the kernel eigenvalue problem for large number of examples. This motivates the introduction of the Kernel Hebbian Algorithm presented in the next section. For more detailed discussions on PCA and KPCA, including the issue of computational complexity, readers are referred to [2].

### 3 Kernel Hebbian algorithm

#### 3.1 GHA in RKHSs and its kernelization

The GHA update rule of Eq. (1) is represented in the RKHS $F$ as

$$W(t + 1) = W(t) + \eta(t) \left( y(t) \Phi(x(t))^T - \text{LT}[y(t)y(t)^T]W(t) \right),$$

\(^2\)Originally it has been shown that $w_i$ converges to the $i$-th eigenvector of $E[xx^T]$, given an infinite sequence of examples. By replacing each $x(t)$ with a random selection $x_i$ from a finite training set, we obtain the above statement.

\(^3\)The centering issue will be dealt with later.
where the rows of $W(t)$ are now vectors in $F$ and $y(t) = W(t)\Phi(x(t))$. $\Phi(x(t))$ is a pattern presented at time $t$ which is randomly selected from the mapped data points $\{\Phi(x_1), \ldots, \Phi(x_l)\}$. For notational convenience we assume that there is a function $J(t)$ which maps $t$ to $i \in \{1, \ldots, l\}$ ensuring $\Phi(x(t)) = \Phi(x_i)$. From the direct KPCA solution, it is known that $w(t)$ can be expanded in the mapped data points $\Phi(x_i)$. This restricts the search space to linear combinations of the $\Phi(x_i)$ such that $W(t)$ can be expressed as

$$W(t) = A(t)\Phi$$

(8)

with an $r \times l$ matrix $A(t) = (a_1(t)^T, \ldots, a_l(t)^T)^T$ of expansion coefficients. The $i$th row $a_i = (a_{i1}, \ldots, a_{il})$ of $A(t)$ corresponds to the expansion coefficients of the $i$th eigenvector of $K$ in the $\Phi(x_i)$, i.e., $w_i(t) = \Phi^T a_i(t)$. Using this representation, the update rule becomes

$$A(t + 1)\Phi = A(t)\Phi + \eta(t) \left( y(t)\Phi(x(t))^T - LT[y(t)y(t)^T]A(t)\Phi \right).$$

(9)

The mapped data points $\Phi(x(t))$ can be represented as $\Phi(x(t)) = \Phi^T b(t)$ with a canonical unit vector $b(t) = (0, \ldots, 1, \ldots, 0)^T$ in $\mathbb{R}^l$ (only the $J(t)$-th element is 1). Using this notation, the update rule can be written solely in terms of the expansion coefficients as

$$A(t + 1) = A(t) + \eta(t) \left( y(t)b(t)^T - LT[y(t)y(t)^T]A(t) \right).$$

(10)

Representing (10) in component-wise form gives

$$a_{ij}(t + 1) = \begin{cases} a_{ij}(t) + \eta y_i(t) - \eta y_t(t) \sum_{k=1}^{l} a_{kj}(t)y_k(t) & \text{if } J(t) = j \\ a_{ij}(t) - \eta y_i(t) \sum_{k=1}^{l} a_{kj}(t)y_k(t) & \text{otherwise,} \end{cases}$$

(11)

where

$$y_i(t) = \sum_{k=1}^{l} a_{ik}(t)\Phi(x_k) \cdot \Phi(x(t)) = \sum_{k=1}^{l} a_{ik}(t)k(x_k, x(t)).$$

(12)

This does not require $\Phi(x)$ in explicit form and accordingly provides a practical implementation of the GHA in $F$.

During the derivation of (10), it was assumed that the data are centered in $F$ which is not true in general unless explicit centering is performed. Centering can be done by subtracting the mean of the data from each pattern. Then each pattern $\Phi(x(t))$ is replaced by $\bar{\Phi}(x(t)) = \Phi(x(t)) - \overline{\Phi}(x)$, where $\overline{\Phi}(x)$ is the sample mean $\overline{\Phi}(x) = \frac{1}{l} \sum_{k=1}^{l} \Phi(x_k)$. The centered algorithm remains the same as in (11) except that Eq. (12) has to be replaced by the more complicated expression

$$y_i(t) = \sum_{k=1}^{l} a_{ik}(t)(k(x(t), x_k) - \bar{k}(x_k)) - \overline{a}_i(t) \sum_{k=1}^{l} (k(x(t), x_k) + \bar{k}(x_k)).$$

(13)

with $\bar{k}(x_k) = \frac{1}{l} \sum_{m=1}^{l} k(x_m, x_k)$ and $\overline{a}_i(t) = \frac{1}{l} \sum_{m=1}^{l} a_{im}(t)$. It should be noted that not only in training but also in testing, each pattern should be centered, using the training mean.

### 3.2 Convergence of KHA

In this section, it is again assumed that the data are centered. This is for notational convenience only and does not affect the conclusions drawn from this section. Now we state the convergence properties of the GHA in $F$ (cf. Eq. 7) as a theorem.

**Theorem 1** If the data are centered and if $k$ is continuous with respect to both input parameters, and if $A$ is initially in general position, then with probability $1$, (7) (and equivalently (10)) will converge, and the rows of $W$ will approach the first $r$ eigenvectors of the correlation matrix $C$, ordered by decreasing eigenvalue.

The GHA is a typical example of recursive stochastic algorithms. Accordingly, the proofs of the convergence of the GHA in $\mathbb{R}^R$ by Oja [3] and Sanger [4] were obtained based on the analysis of recursive stochastic algorithms, especially the theorem 1 of Ljung [6] which states for a generic stochastic algorithm

$$W(t + 1) = W(t) + \eta(t)h(W(t), x(t))$$

that if

4 i.e., $A$ is neither the zero vector nor orthogonal to the eigenvectors (cf. A.1.)

5 assuming that the input does not consist of zero vectors or remains always orthogonal to the initial solution (cf. Sect. (3.2.4).
1. \( \eta(t) \) are a decreasing sequence of positive real numbers, such that \( \sum_{i=1}^{\infty} \eta(t) = \infty, \sum_{i=1}^{\infty} \eta(t)^p < \infty \) for \( p > 1 \), and \( \eta(t) \to 0 \) as \( t \to \infty \);

2. The sequence \( \mathbf{W}(t) \) is bounded with probability 1;

3. \( \mathbf{h}(\mathbf{W}, \mathbf{x}) \) is continuously differentiable with respect to \( \mathbf{W} \) and \( \mathbf{x} \) and its derivatives are bounded in time;

4. \( \overline{\mathbf{h}} = \lim_{t \to \infty} E_{\mathbf{x}}[\mathbf{h}(\mathbf{W}, \mathbf{x})] \) exists for each \( \mathbf{W} \);

5. There is a locally asymptotically stable (in the sense of Lyapunov) set \( \mathbf{Q} \) for the ordinary differential equation

\[
\dot{\mathbf{W}} = \overline{\mathbf{h}}(\mathbf{W});
\]

with a basin of attraction \( \beta(\mathbf{Q}) \), and

6. \( \mathbf{W}(t) \) enters a compact subset \( \mathbf{D} \subset \beta(\mathbf{Q}) \) infinitely often, with probability 1,

then with probability one,

\[
\lim_{t \to \infty} \mathbf{W}(t) \subset \mathbf{Q}.
\]

This theorem allows us to associate the recursive equation (1) with the ordinary differential equation (ODE) in Eq. (14). As a consequence, the convergence of the stochastic algorithm can be shown based on the well-known stability analysis of ODEs in the sense of Lyapunov. This theorem, however, cannot be directly applied in a general RKHS, since we do not have a reasonable method to satisfy the sixth condition of compactness, which can easily be done by hard-limiting the entries of \( \mathbf{W} \) in the finite-dimensional case, and accordingly confining the solution within a closed ball. Instead, our analysis is carried through the equivalent dual space formulation (10) [2]. The price for this dual space setting is that the proof is not valid for the case that an infinite number of examples is provided, since in this case the dual space becomes infinite-dimensional and, again, we cannot satisfy the sixth condition.

More precisely, when the number of independent data point is infinite, if the underlying sample generation process in \( \mathcal{F} \) is such that the number of independent data point is finite, we can still prove convergence by expanding all data points in this finite basis.

For the case of a finite number of data points, it can be shown that (10) satisfies each condition and the solution of the associated ODE for (10) converges to the eigenvectors of \( \mathbf{K} \). Based on the equivalence of the RKHS and the dual representation, this shows the convergence of (7) to the eigenvectors of \( \mathbf{C} \) in \( \mathcal{F} \).

Let us denote the update term of (10) as the function

\[
\mathbf{h}(\mathbf{A}, \mathbf{x}) = \mathbf{yb}(t)^\top - \mathbf{LT}[\mathbf{yy}^\top] \mathbf{A}.
\]

The first condition is satisfied by letting \( \eta(t) = \frac{1}{t} \).

### 3.2.1 Regularity of update function

For the third condition, we have to express \( \mathbf{h}(\mathbf{A}, \mathbf{x}) \) in terms of the mapped data \( \Phi(\mathbf{x}) \) only to analyze the regularity in \( \mathbf{x} \). For notational convenience, let us define an operator \( \Xi \) which acts like an inverse matrix of \( \Phi^\top \) and is defined only for the training patterns \( \Phi(\mathbf{x}(t)) \) and the training pattern matrix \( \Phi \) as follows: For a vector input \( \Phi(\mathbf{x}(t)) \) it returns a canonical unit vector \( \mathbf{b}(t) \) where only the \( J(t) \)-th element is 1. For a matrix input \( \Phi^\top \), it performs a similar operation to the case of a vector input for each column of \( \Phi^\top \) which are formed by the \( \Phi(\mathbf{x}_i) \). However, this time, the output for each \( \Phi(\mathbf{x}_i) \) is a canonical unit vector \( \mathbf{b}_i \) where only the \( i \)-th element is 1. Then, all the \( \mathbf{b}_i \) are merged to construct a matrix \((b_1, \ldots, b_j)\). In our case, this operator is well-defined since it is the operator that maps the known input data point into its index and construct a corresponding unit vector. Formally it is characterized as

\[
\mathbf{b}(t) = \Xi \Phi(\mathbf{x}(t)) \quad \mathbf{I}_t = \Xi \Phi^\top.
\]

Using this notation \( \mathbf{h}(\mathbf{A}, \mathbf{x}) \) can be written as

\[
\mathbf{h}(\mathbf{A}, \mathbf{x}) = \mathbf{A} \Phi \Phi(\mathbf{x}) \Phi(\mathbf{x})^\top \Xi^\top - \mathbf{LT} \left[ \mathbf{A} \Phi \Phi(\mathbf{x}) \Phi(\mathbf{x})^\top \Phi^\top \mathbf{A}^\top \right] \mathbf{A}.
\]

We note the following:
1. h has only quadratic terms in Φ(x), otherwise there is no dependency on x. To fulfill the third condition of Ljung’s theorem 1 Φ(x) must be continuously differentiable with respect to x to fulfill condition 3.

2. h has only linear and bilinear terms of A. Accordingly h is continuously differentiable with respect to A.

In the remainder of the text, we accordingly assume that the kernel is continuously differentiable which is moderate.

### 3.2.2 Expectation of update function

In order to derive the ODE from the stochastic algorithm, the expectation of (15) has to be computed with respect to x. Since only y and b depend on x, \( E_x[yb^T] \) and \( E_x[LT[yy^T]] \) have to be computed. Expanding \( E_x[yb^T] \) in terms of the sample yields (cf. (16))

\[
E_x[yb^T] = \left( (\Phi^T)^+ E_x[\Phi(x)\Phi(x)^T] \Phi^T A(t)^T \right)^T.
\]  
(17)

If we assume that l is sufficiently large, then

\[
E_x[\Phi(x)\Phi(x)^T] \approx \frac{1}{l} \Phi^T \Phi.
\]  
(18)

Combining (17) and (18) we get

\[
E_x[yb^T] = \frac{1}{l} A(t) K.
\]  
(19)

Similarly, \( E_x[LT[yy^T]] \) is represented as (cf. (16))

\[
E_x[LT[yy^T]] = E_x[LT[A\Phi\Phi(x)\Phi(x)^T \Phi^TA^T]] = LT[A\Phi E_x[\Phi(x)\Phi(x)^T] \Phi^T A^T] = \frac{1}{l} LT[A(t) K^2 A(t)^T].
\]

Assuming that \( \lim_{t \to \infty} A(t) = A(\infty) \) exists,

\[
\bar{h} = \lim_{t \to \infty} E_x[h(A, x)] = \frac{1}{l} \left[ A(\infty) K - LT[A(\infty) K^2 A(\infty)^T] A(\infty) \right].
\]

Including the factor \( \frac{1}{l} \) in the \( \eta(t) \) such that \( \eta'(t) = \frac{\eta(t)}{l} \) we can associate (10) with the ordinary differential equation

\[
\dot{A} = AK - LT[AK^2 A^T] A.
\]  
(20)

### 3.2.3 Stability analysis

In this subsection it is assumed that all the eigenvalues of K are not zero. This assumption is introduced for the simplicity of presentation and can be removed. The convergence will then be proved based on mathematical induction.

**Induction base.** The first eigenvector case. The stability will be shown as a special case of the induction step.

**Induction step.** For the \( i \)-th eigenvector case, we assume that for \( k < i \), \( a_k \to \frac{1}{\sqrt{\lambda_k}} q_k \) as \( t \to \infty \). If we represent \( a_k(t) \), for \( k < i \) at any time \( t \), as the sum of the \( k \)-th eigenvector and the time-varying approximation error vector scaled by the square root of the associated eigenvalue \( \lambda_k \):

\[
a_k(t) = \frac{1}{\sqrt{\lambda_k}} \left( q_k + \epsilon_k(t) f_k(t) \right),
\]  
(21)

where the error vector is decomposed into a unit-length vector \( f_k(t) \) and its magnitude \( \epsilon_k(t) \), then this implies that \( \epsilon_k(t) \to 0 \) as \( t \to \infty \). From now on, for the proof of the induction base (the first eigenvector case), we can simply

---

6The final solutions are not normalized. They are rather normalized for each \( w_i \), i.e., \( a_i = \pm \frac{1}{\sqrt{\lambda_i}} q_i \).
let \( i = 1 \) and disregard the case when \( k < i \). We must show that \( a_i \to \pm \frac{1}{\sqrt{\lambda_i}} q_i \) as \( t \to \infty \). Each row of (20) can be written as

\[
\dot{a}_i = K a_i - \sum_{k \leq i} (a_i)^T K^2 a_k a_k.
\]

Substituting (21) gives

\[
\dot{a}_i = K a_i - (a_i)^T K^2 a_i - \sum_{k < i} \left( (a_i)^T K^2 \frac{1}{\sqrt{\lambda_k}} q_k \right) \frac{1}{\sqrt{\lambda_k}} q_k + O(\varepsilon),
\]

where \( \varepsilon \) indicates a term converging to zero at least as fast as the slowest row for \( k < i \). Expanding \( a_i \) in terms of the eigenvectors gives

\[
a_i = \sum_{k=1}^{l} \chi_k q_k, \quad \text{where} \quad \chi_k = a_i^T q_k.
\]

This expression and the definition of eigenvector \((K q_k = \lambda_k q_k)\) give the following equality for the second term in (22).

\[
(a_i^T K^2 a_i) a_i = \left[ \sum_{u=1}^{l} \chi_u q_u \right]^T K^2 \left[ \sum_{v=1}^{l} \chi_v q_v \right] \left[ \sum_{k=1}^{l} \chi_k q_k \right] = \left[ \sum_{v=1}^{l} \lambda_v^2 \chi_v^2 q_v \right] \left[ \sum_{k=1}^{l} \chi_k q_k \right],
\]

where the last equality comes from the orthonormality of eigenvectors. The first term in (22) becomes

\[
K a_i = \sum_{k=1}^{l} \lambda_k \chi_k q_k.
\]

The last term is

\[
\sum_{k < i} \left( a_i^T K^2 \frac{1}{\sqrt{\lambda_k}} q_k \right) \frac{1}{\sqrt{\lambda_k}} q_k = \sum_{k < i} \left( a_i^T \frac{1}{\lambda_k} K^2 q_k \right) q_k = \sum_{k < i} \lambda_k (a_i^T q_k) q_k = \sum_{k < i} \lambda_k \chi_k q_k
\]

such that

\[
K a_i - \sum_{k < i} \left( a_i^T K^2 \frac{1}{\sqrt{\lambda_k}} q_k \right) \frac{1}{\sqrt{\lambda_k}} q_k = \sum_{k=1}^{l} \lambda_k \chi_k q_k - \sum_{k < i} \lambda_k \chi_k q_k = \sum_{k \geq i} \lambda_k \chi_k q_k.
\]
We now assume that $t$ is large so that we can ignore terms of order $\varepsilon$. Then using (23), (24), and (25), (22) becomes

$$\dot{a}_i = \sum_{k=1}^{l} \hat{\chi}_k q_k$$

$$= \sum_{k \geq i} \lambda_k \chi_k q_k - \left( \sum_{v=1}^{l} \lambda_v^2 \chi_v^2 \right) \left( \sum_{k=1}^{l} \chi_k q_k \right)$$

$$= \sum_{k \geq i} \left( \lambda_k - \sum_{v=1}^{l} \lambda_v^2 \chi_v^2 \right) \chi_k q_k - \sum_{k < i} \left( \sum_{v=1}^{l} \lambda_v^2 \chi_v^2 \right) \chi_k q_k$$

Equivalently, we may write in component-wise form

$$\dot{\chi}_k = \begin{cases} 
\chi_k \left( \lambda_k - \sum_{v=1}^{l} \lambda_v^2 \chi_v^2 \right) & \text{if } k \geq i \\
-\chi_k \sum_{v=1}^{l} \lambda_v^2 \chi_v^2 & \text{otherwise.}
\end{cases} \quad (26)$$

We can use this equation to study the asymptotic behavior of the $\chi_k$. There are three cases to be considered here, depending on the value assigned to the index $k$. Case I corresponds to $k < i$, case II to $k > i$, and Case III to $k = i$. These cases are considered in turn.

**Case I: $k < i$.** Since $K$ is positive definite, all the eigenvalues are positive, so the term $\sum_{v=1}^{l} \lambda_v^2 \chi_v^2$ is always positive. Therefore, for $k < i$ we have

$$\dot{\chi}_k = -\rho \chi_k,$$

where $\rho$ is strictly positive. The expression will converge zero for any initial value of $\chi_k$. It should be noted that this case does not occur for the first eigenvector case ($i = 1$) and accordingly can be disregarded.

**Case II: $k > i$.** Define $\theta_k = \frac{\chi_k}{\chi_i}$. Assume that $\chi_i \neq 0$. This is true with probability 1 for randomly chosen initial weights $a_i(0)$. Taking the derivative of $\theta_k$ with respect to $t$ and using (26)

$$\dot{\theta}_k = \frac{1}{\chi_i} (\dot{\chi}_k - \theta_k \chi_i)$$

$$= \frac{1}{\chi_i} \left[ \chi_i \left( \lambda_k - \sum_{v=1}^{l} \lambda_v^2 \chi_v^2 \right) - \theta_k \chi_i \left( \lambda_i - \sum_{v=1}^{l} \lambda_v^2 \chi_v^2 \right) \right]$$

$$= \theta_k (\lambda_k - \lambda_i).$$

Since the eigenvalues are numbered in decreasing order, $\lambda_i$ is the largest eigenvalue in $\{\lambda_i, \ldots, \lambda_l\}$, $\lambda_i > \lambda_k$ for $k > i$, and we see that $\theta_k \to 0$ for $k > i$.

**Case III: $k = i$.**

$$\dot{\chi}_i = \chi_i \left[ \lambda_i - \sum_{v=1}^{l} \lambda_v^2 \chi_v^2 \right]$$

$$= \chi_i \left[ \lambda_i - \sum_{v \\ v \neq i} \lambda_v^2 \chi_v^2 \right].$$

Since $\chi_k \to 0$ for $k < i$, we have for $t \to \infty$ the asymptotic ODE

$$\dot{\chi}_i = \chi_i \left[ \lambda_i - \sum_{v \neq i} \lambda_v^2 \chi_v^2 \right]$$

$$= \chi_i \left[ \lambda_i - \sum_{v > i} \lambda_v^2 \theta_v^2 \right].$$
But \( \theta_k \to 0 \) for \( k > i \), so the last term above approaches zero, therefore
\[
\dot{\chi}_i = \lambda_i \chi_i \left[ 1 - \lambda_i \chi_i^2 \right].
\]

To show that this converges, we define a Lyapunov function \( V(t) = [\lambda_i \chi_i^2 - 1]^2 \). Then,
\[
\dot{V}(t) = \frac{1}{df} [\lambda_i \chi_i^2 - 1]^2
= 2 [\lambda_i \chi_i - 1] \frac{1}{df} [\lambda_i \chi_i - 1]
= 4\lambda_i \chi_i [\lambda_i \chi_i^2 - 1] \dot{\chi}_i
= -4\lambda_i^2 \chi_i^2 [\lambda_i \chi_i^2 - 1]^2.
\]

Accordingly, \( \dot{V}(t) < 0 \) for all \( t \). Furthermore, \( V(t) \) has a minimum at \( \chi_i = \pm \frac{1}{\sqrt{\lambda_i}} \) and \( \chi_i = 0 \) which we have excluded by the assumption. This means that \( a_i \to \pm \frac{1}{\sqrt{\lambda_i}} q_i \) as \( t \to \infty \) [7]. This completes the induction step.

### 3.2.4 Basin of attraction

We have to show that there exists a compact subset \( D \) of the set of all matrices such that \( \mathbf{A}(t) \in D \) infinitely often with probability 1. Define the norm of a matrix \( \mathbf{B} \) and a vector \( \mathbf{b} \) by \( \| \mathbf{B} \| \doteq \max_{i,j} |b_{ij}| \) and \( \| \mathbf{b} \| \doteq \max_i |b_i| \), respectively. Let \( D \) be the compact subset of \( \mathbb{R}^{d^2} \) given by the set of matrices with norm less than or equal to some constant \( d \geq 1 \). Then, we show that if \( \| \mathbf{A}(t) \| > d \) then \( \| \mathbf{A}(t+1) \| < \| \mathbf{A}(t) \| \) with probability 1.\(^7\) From the update rule (with \( \mathbf{A} \) chosen \( \mathbf{A}(0) \in D \))
\[
\| \mathbf{A}(t+1) \| \leq \| \eta \mathbf{y}(t) \mathbf{b}(t)^\top \| + \| \mathbf{I} - \eta \mathbf{LT}[\mathbf{y}(t)]\mathbf{y}(t)^\top \| \| \mathbf{A}(t) \|
= \| \eta \mathbf{y}(t) \| + \| \mathbf{I} - \eta \mathbf{y}(t)\mathbf{y}(t)^\top \| \| \mathbf{A}(t) \|
< \| \eta \mathbf{y}(t) \| \| \mathbf{A}(t) \| + \| \mathbf{I} - \eta \mathbf{y}(t)\mathbf{y}(t)^\top \| \| \mathbf{A}(t) \|
= \left( \| \eta \mathbf{y}(t) \| + \| \mathbf{I} - \eta \mathbf{y}(t)\mathbf{y}(t)^\top \| \right) \| \mathbf{A}(t) \|.
\]

If \( \| \mathbf{y}(t) \| \leq 1 \) for all \( t \), then since \( \mathbf{y}(t) = \mathbf{W}(t)\mathbf{\Phi}(\mathbf{x}(t)) = \mathbf{A}(t)\mathbf{\Phi}(\mathbf{x}(t)) \| \mathbf{A}(t)\mathbf{\Phi}(\mathbf{x}(t)) \| \leq 1 \), accordingly \( \mathbf{A} \) lies within a compact set and the proof is done. If \( \| \mathbf{y}(t) \| > 1 \) then, \( \| \mathbf{y}(t) \| \leq \| \mathbf{y}(t)\mathbf{y}(t)^\top \| \) and \( \| \eta \mathbf{y}(t) \| + \| \mathbf{I} - \eta \mathbf{y}(t)\mathbf{y}(t)^\top \| < 1 \). Finally, this means \( \| \mathbf{A}(t+1) \| < \| \mathbf{A}(t) \| \). Thus \( \mathbf{A} \) will be eventually in \( D \) with probability 1 for \( t \to \infty \). Since the basin of attraction \( \beta(Q) \) includes all matrices with bounded norm, \( D \in \beta(Q) \).

### 4 Experiments

#### 4.1 Toy example

Figure 1 shows the first three PCs of a toy data set, extracted by KPCA and KHA with a polynomial kernel. Visual similarity of PCs from both algorithms show the approximation capability of KHA to KPCA.

#### 4.2 Image hyperresolution

The problem of image hyperresolution is to reconstruct a high resolution image based on one or several low resolution images. The former case, which we are interested in, requires prior knowledge about the image class to be reconstructed. In our case, we encode the prior knowledge in the kernel principal components of a large image database. In contrast to linear PCA, KPCA is capable of capturing part of the higher-order statistics which are particularly important for encoding image structure [8]. Capturing these higher-order statistics, however, can require a large number of training examples, particularly for larger image sizes and complex image classes such as patches taken from natural images. This causes problems for KPCA, since KPCA requires to store and manipulate the kernel matrix the size of which is the square of the number of examples, and necessitates the KHA.

To reconstruct a hyperresolution image from a low-resolution image which was not contained in the training set, we first scale up the image to the same size as the training images, then map the image (call it \( \chi \)) into the RKHS \( F \) using \( \Phi \), and project it into the KPCA subspace corresponding to a limited number of principal components
\(^7\)If \( \mathbf{y}(t) \) becomes a zero vector, then \( \| \mathbf{A}(t+1) \| = \| \mathbf{A}(t) \| \). This event occurs when \( \mathbf{y}(t) \) is orthogonal to each \( w_i \), however, with probability 0 assuming uniform distribution of input.
to get $P\Phi(x)$. Via the projection $P$, the image is mapped to an image which is consistent with the statistics of the high-resolution training images. However, at that point, the projection still lives in $F$, which can be infinite-dimensional. We thus need to find a corresponding point in $\mathbb{R}^N$ — this is a preimage problem. To solve it, we minimize $\|P\Phi(x) - \Phi(z)\|^2$ over $z \in \mathbb{R}^N$. Note that this objective function can be computed in terms of inner products and thus in terms of the kernel (2). For the minimization, we use gradient descent [9] with starting points obtained using the method of [10]. There is a large number of surveys and detailed treatments of image hyperresolution; we exemplarily refer the reader to [11].

Hyperresolution of face images. Here we consider a large database of detailed face images. The direct computation of KPCA for this dataset is not practical on standard hardware. The Yale Face Database B contains 5760 images of 10 persons [12]. 5,000 images were used for training while 10 randomly selected images which are disjoint from the training set were used to test the method (note, however, as there are only 10 persons in the database, the same person, in different views, is likely to occur in training and test set). For training, $(60 \times 60)$-sized face images were fed into linear PCA and KHA. Then, the test images were subsampled to a $20 \times 20$ grid and scaled up to the original scale $(60 \times 60)$ by turning each pixel into a $3 \times 3$ square of identical pixels, before doing the reconstruction. Figure 2 shows reconstruction examples obtained using different numbers of components. While the images obtained from linear PCA look like somewhat uncontrolled superpositions of different face images, the images obtained from its nonlinear counterpart (KHA) are more face-like. In spite of its less realistic results, linear PCA was slightly better than the KHA in terms of the mean squared error (average 9.20 and 8.48 for KHA and PCA, respectively for 100 principal components). This stems from the characteristics of PCA which is constructed to minimize the MSE, while KHA is not concerned with MSE in the input space. Instead, it seems to force the images to be contained in the manifold of face images. Similar observations have been reported by [13].

Interestingly, when the number of examples is small and the sampling of this manifold is sparse, this can have the consequence that the optimal KPCA (or KHA) reconstruction is an image that looks like the face of a wrong person. In a sense, this means that the errors performed by KPCA are errors along the manifold of faces. Figure 3 demonstrates this effect by comparing results from KPCA on 1000 example images (corresponding to a sparse sampling of the face manifold) and KHA on 5000 training images (denser sampling). As the examples shows, some of the misreconstructions that are made by KPCA due to the lack of training examples were corrected by the KHA using a large training set.

Hyperresolution of natural images. Figure 4 shows the first 40 principal components of 40,000 natural image patches obtained from the KHA using a Gaussian kernel. The image database was obtained from [14]. Again,
Figure 2: Face reconstruction based on PCA and KHA using a Gaussian kernel \( k(x, y) = \exp(-\|x - y\|^2/(2\sigma^2)) \) with \( \sigma = 1 \) for varying numbers of principal components. The images can be examined in detail at http://www.kyb.tuebingen.mpg.de/~kimki

A direct application of KPCA is not feasible for this large dataset. The plausibility of the obtained principal components can be demonstrated by increasing the size of the Gaussian kernel such that the distance metric of the corresponding RKHS becomes more and more similar to that of input space [2]. As can be seen in Fig. 4, the principal components approach those of linear PCA [4] as expected.

To hyperresolution for larger images, 7,000 (14 × 14)-sized image patches are used for training the KHA. This time, the \( \sigma \) parameter is set to a rather small value (0.5) to capture the nonlinear structure of the images. The low resolution input image is then divided into a set of (14 × 14)-sized windows each of which is reconstructed based on 300 principal components. The problem of this approach is that the resulting image as a whole shows a block structure since each window is reconstructed independent of its neighborhood (Fig. 5.f). To reduce this effect, the windows are configured to slightly overlap into their neighboring windows (Fig. 5.e). In the final reconstruction, the overlapping regions are averaged. PCA completely fails to get a hyperresolution image (Fig. 5.c). With a larger number of principal components, it reconstructs the original low resolution image, while a smaller number of components simply resulted in a smoothed image. Bilinear interpolation (Fig. 5.d) produces better results but, of course, fails to recover the complex local structure, especially in the leaves. In this respect, the reconstruction from KHA appears to be much better than the other two methods. This becomes apparent in the simple block-wise reconstruction (Fig. 5.f) where each block, although not consistent with other blocks, shows a natural representation of a patch of a natural scene.
Figure 3: Face reconstruction examples (from $30 \times 30$ resolution) obtained from KPCA and KHA trained on 1,000 and 5,000 examples, respectively. Occasional erroneous reconstruction of images indicates that KPCA requires a large amount of data to properly sample the underlying structure.

Figure 4: The first 40 kernel principal components of 40,000 ($14 \times 14$)-sized patches of natural images obtained from the KHA using a Gaussian kernel with $\sigma = 40$.

5 Discussion

This paper formulates the KHA, a method for the efficient estimation of the principal components in an RKHS, and proves its convergence. As a kernelization of the GHA, the KHA allows for performing KPCA without storing the kernel matrix, such that large datasets of high dimensionality can be processed. This property makes the KHA particularly suitable for applications in statistical image hyperresolution. The images reconstructed by the KHA appear to be more realistic than those obtained by using linear PCA since the nonlinear principal components capture also part of the higher-order statistics of the input.

The time and memory complexity for each iteration of KHA is $O(r \times l \times N)$ and $O(r \times l + l \times N)$, respectively, where $r$, $l$, and $N$ are the number of principal components to be computed, the number of examples, and the dimensionality of input space, respectively.\footnote{This rather high time complexity can be lowered by precomputing and storing the whole or part of the kernel matrix. When we store the entire kernel matrix, as KPCA does, the time complexity reduces to $O(r \times l)$. The number of iterations for the convergence of KHA depends on the number and characteristic of data. For superresolution experiments, iteration finishes when the squared distance between two solutions from consecutive iterations is larger than a given threshold. It took around 40 and 120 iterations for face and natural image hyperresolution experiments, respectively.} This rather high time complexity can be lowered by precomputing and storing the whole or part of the kernel matrix. When we store the entire kernel matrix, as KPCA does, the time complexity reduces to $O(r \times l)$. The number of iterations for the convergence of KHA depends on the number and characteristic of data. For superresolution experiments, iteration finishes when the squared distance between two solutions from consecutive iterations is larger than a given threshold. It took around 40 and 120 iterations for face and natural image hyperresolution experiments, respectively.
Figure 5: Example of natural image hyperresolution: a. original image of resolution $400 \times 400$, b. low resolution image ($100 \times 100$) stretched to $400 \times 400$, c. PCA reconstruction, d. bilinear interpolation, e. KPCA reconstruction with overlapping windows, and f. block-wise KPCA reconstruction.
Since KHA assumes a finite number of examples, it is not a true online algorithm. However, many practical problems can be processed in batch mode (i.e., all the patterns are known in advance and the number of them is finite), but, it might be still useful to have an algorithm for applications where the patterns are not known in advance and are time-varying such that KPCA cannot be applied. Some issues regarding online applications are discussed in appendix.

A Appendix: online kernel Hebbian algorithm

The proof in Section 3.2 does not draw any conclusion on the convergence properties of KHA when the number of independent samples in $F$ is infinite. Naturally, this property depends not only on the characteristics of the underlying data but also on the RKHS concerned. A representative example of these spaces is the one induced by a Gaussian kernel where all different patterns are independent. Convergence of an algorithm in this true online problem might be of more theoretical interest, however, it is simply computationally infeasible as in this case the solutions are represented only based on an infinite number of samples. Still, much practical concern lies in applications where the sample set is not known in advance or the environment is not stationary.

This section present a modification of the batch type algorithm for this semi-online problem where the number of data points are finite but they are not known in advance or nonstationary. Two issues arise from this online setting: 1. To guarantee the nonorthogonality of $a_0$ and $q_i$ (Section. 3.3.3); 2. To estimate the center of data in online.

A.1 On the nonorthogonality condition of the initial solution

It should be noted from the original formulation of GHA in RKHS (7) that when the pattern presented at time $t$ is orthogonal to the solution $w_i(t)$, the output $y_i$ becomes zero, and accordingly $w_i$ will not change. In general, according to the rule (7), $w_0(t)$ cannot move into the direction orthogonal to itself. This implies that if the eigenvector $v_i$ happens to be orthogonal to $w_i(t)$ at $t$, $w_i(t)$ will not be updated in the direction of $v_i$. If this is true for all times $t$, then clearly $w_i(t)$ will not converge to $v_i$. As a consequence, it is a prerequisite for the convergence that $w_i(t)$ should not be orthogonal to $v_i$ for all times $t$. Actually, this condition is equivalent to the nonorthogonality of $q_i$ and $a_i(t)$ in the dual space since

$$w_i \cdot v_i = a_i^\top \Phi \Phi^\top q_i,$$

$$= a_i^\top K q_i,$$

$$= (\sum_{k=1}^{N} \lambda_k x_k \Phi(x_k))^\top q_i,$$

$$= \lambda_i x_i,$$

where the third equality comes from (23). This is exactly why it is assumed that $\lambda_i \neq 0$ during the stability analysis of (20). From this dual representation, it is evident that for the batch problem, this condition can be satisfied with probability $1$ by simply initializing $a_i(0)$ randomly. However, this cannot be guaranteed for online learning since the examples are not known in advance and accordingly, $a_i(0)$ will in general not be contained in the span of the training sample. Furthermore we do not have any method to directly manipulate $w_i(0)$ in $F$. Accordingly, we cannot guarantee this condition in general RKHSs.

Instead we will provide a practical way to satisfy the condition for the most commonly used three kernels (Gaussian kernels, polynomial kernels, and tangent hyperbolic kernels). If we randomly choose a vector $x_i(0)$ in $\mathbb{R}^N$ and initialize $w_i(0)$ with $\Phi(x_i(0))$, then

$$w_i(0) \cdot v_i = \Phi(x_i(0)) \cdot v_i,$$

$$= \Phi(x_i(0)) \Phi^\top q_i,$$

$$= \sum_{k=1}^{N} q_i k(x_i(0), x_k).$$

Accordingly, in this case the orthogonality depends on the type of the kernel and is not always satisfied. However, for the Gaussian, polynomial, and tangent hyperbolic kernels, this initialization method is enough to ensure that $w_i(0) \cdot v_i \neq 0$ since
1. The output of an even polynomial kernel \( k(x, y) = (x \cdot y)^p \) is zero if and only if the inner product of two input \( x \) and \( y \) in the input space is zero. For odd polynomial kernels \( k(x, y) = (x \cdot y + c)^p \), the zero output occurs only if \( x \cdot y = -c \);

2. The output of a Gaussian kernel \( k(x, y) = \exp(-\frac{1}{2\sigma^2} ||x - y||^2) \) is not zero for a fixed \( \sigma \) and bounded \( x \) and \( y \) in the input space;

3. Similar to the case of odd polynomial kernel, the output of a tangent hyperbolic kernel \( k(x, y) = \tanh(x \cdot y - b) \) is zero if and only if \( x \cdot y = b \).

For the case of 1 and 3, random selection of \( x(0) \) in the input space yields \( k(x(0), x_{i(0)}) \neq 0 \) in \( F \) with probability 1. Restricting the input data in a bounded domain guarantees this for the second case. Furthermore for each kernel type, if \( x(0) \) is chosen at random, each \( k(x(0), x_{i(0)}) \) is also random. This assures the nonorthogonality with probability 1.

Actually, for Gaussian kernels with very small \( \sigma \), this initialization method does not guarantee the nonorthogonality in the real world (e.g., digital computers with limited precision). In this case, two arbitrary mapped patterns in \( F \), which are far from each other in the input space would be regarded as orthogonal. This implies that there is a possibility that \( k(x_i(0), x_k) = 0 \), for all \( k \) (Figure 6). Furthermore, since all patterns are independent, the eigenvector generally has to be expanded in all the examples. This implies that \( w_i(0) \) should be nonorthogonal to all the data points in order to guarantee convergence. However, if all the patterns in input space are bounded in a ball \( S \) which is the case in many practical applications, we can still satisfy this condition by constructing \( w_i(0) \) as a linear combination of the mapped patterns, e.g., sampled in \( S \) at a small enough interval (Figure 7).

It should be noted that the above discussion is still valid for non-stationary environments, i.e., \( v_t \) is a time-varying vector. In this case, the orthogonality condition ensures not the convergence but the tracking capability of the algorithm with the additional condition that the presentation of the patterns is fast enough to keep track of the change in the environment. In this case, \( \eta(t) \) should not tend to zero but to a small constant.

### A.2 Kernelized update rule

The basic algorithm is the same as in (11), except that \( w_i(0) = \Phi(x_i(0)) \) with randomly chosen \( x_i(0) \) (i.e., \( a(0)_i = 1 \) and \( a(0)_i = 0 \) for \( j > 0 \) and \( a(t)_i = 0 \) for all \( j > t \)). Then, we get the component-wise update rule:

\[
a_{ij}(t + 1) = \begin{cases} 
\eta y_i(t) a_{ij}(t) - \eta y_i(t) \sum_{k=1}^{t-1} a_{kj}(t) y_k(t) & \text{if } J(t) = j \\
\eta y_i(t) a_{ij}(t) & \text{otherwise,}
\end{cases}
\]

where

\[
y_i(t) = \sum_{k=1}^{t-1} a_i(t) \Phi(x(k)) \cdot \Phi(x(t)) = \sum_{k=1}^{t-1} a_i(t) k(x(k), x(t)).
\]

It should be noted that for online case \( J(t) = t \) and accordingly, the dimensionality of solution vector \( a \) increases proportionally to \( t \).

### A.3 Centering data

Centering can be done by subtracting the sample mean from all patterns. Since this sample mean is not available for the online problem, we estimate at each time step the mean based only on the available data. In this case a pattern presented at time \( t \) (\( \Phi(x(t)) \)) is replaced by

\[
\tilde{\Phi}(x(t)) = \Phi(x(t)) - \overline{\Phi}(x(t)),
\]

where \( \overline{\Phi}(x(t)) \) is the estimated mean at time \( t - 1 \):

\[
\overline{\Phi}(x(t)) = \frac{1}{t} \sum_{k=1}^{t-1} \Phi(x(k)).
\]

Now, \( w \) and \( y \) are represented based on the new centered expansions as \(^9\)

\[
w_i(t) = \sum_{k=1}^{t-1} a_{ik}(t) \tilde{\Phi}(x(k)) = \sum_{k=1}^{t-1} a_{ik}(t) \left( \Phi(x(k)) - \frac{1}{t} \sum_{l=0}^{t-1} \Phi(x(l)) \right),
\]

\(^9\)All the patterns \( \Phi(x(k)) \) \( (k < t) \) in \( w \) and \( y \) have to be re-centered based on the new estimation of the mean.
where $\mathbf{w}_i(0) = \Phi(\mathbf{x}_i(0))$ and

$$y_i(t) = \tilde{\Phi}(\mathbf{x}(t)) \cdot \sum_{k=1}^{t-1} a_{ik}(t) \tilde{\Phi}(\mathbf{x}(k))$$

$$= \sum_{k=0}^{t-1} a_{ik}(t) k(\mathbf{x}(t), \mathbf{x}(k)) - \frac{1}{t} \left[ \sum_{k=0}^{t-1} a_{ik}(t) \left( \sum_{l=0}^{t-1} k(\mathbf{x}(l), \mathbf{x}(k)) \right) \right]$$

$$- \frac{1}{t} \left( \sum_{k=0}^{t-1} k(\mathbf{x}(t), \mathbf{x}(k)) \right) \left( \sum_{l=0}^{t-1} a_{il}(t) \right) + \frac{1}{t^2} \left( \sum_{k,l=0}^{t-1} k(\mathbf{x}(k), \mathbf{x}(l)) \right) \left( \sum_{m=0}^{t-1} a_{im}(t) \right).$$

Then, a new update rule (in component-wise form) based on (27)-(28) is obtained as

$$\sum_{k=0}^{t-1} a_{ik}(t) = \frac{1}{t+1} \sum_{l=0}^{t} \Phi(\mathbf{x}(l))$$

$$= \sum_{k=0}^{t-1} \left[ \left( a_{ik}(t) - \eta y_i(t) \sum_{l=1}^{i} a_{ik}(t) y_i(t) \right) \left( \Phi(\mathbf{x}(k)) - \frac{1}{t} \sum_{l=0}^{t-1} \Phi(\mathbf{x}(l)) \right) \right]$$

$$+ \eta y_i(t) \left( \Phi(\mathbf{x}(t)) - \frac{1}{t} \sum_{l=0}^{t-1} \Phi(\mathbf{x}(l)) \right).$$

Figure 6: Example of non-convergence of the online algorithm for a Gaussian kernel: Small black circles represent the locations of patterns in the input space while the large circles around them show the non-orthogonal regions. Gray circles show the region covered by $\mathbf{v}_i$. The white circle is the region covered by $\mathbf{w}_i(0)$. If two regions covered by $\mathbf{w}_i(0)$ and $\mathbf{v}_i$ do not overlap each other, then they are orthogonal.
Figure 7: Example of initializing $w_i(0)$ for a Gaussian kernel: Sampling points are not depicted. Instead, non-orthogonal regions are marked with dotted circles. If the sampling interval is small enough so that these regions cover $S$, then $w_i(0)$ cannot be not orthogonal to all the data points within $S$.

the solution of which can be obtained from

$$a_{ik}(t + 1) = \begin{cases} 
\eta y_j(t) + \frac{1}{t} \left[ \sum_{k=0}^{t-1} (a_{ik}(t) - \eta y_i(t) \sum_{l=1}^{r} a_{ik}(t)y_l(t)) + \eta y_r(t) \right] & \text{if } k = t \\
a_{ik}(t) - \eta y_i(t) \sum_{l=1}^{r} a_{ik}(t)y_l(t) & \text{otherwise}. \end{cases} \quad (30)$$

For the computation of $y(t)$, $\sum_{k,l=0}^{t-1} k(x(k), x(l))$ and $\sum_{k=0}^{t-1} k(x(k), x(i))$ are updated only for $t - 1$. Accordingly the time complexity of each step is $O(r \times t \times N)$.
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